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Abstract.  The growing amount of low cost mobile devices over the last years 

allowed almost each person to be equipped with their personal device. This situ-

ation is leading researchers to investigate new possibilities to exploit the physical 

presence of several mobile devices for purposes like co-located collaborative ac-

tivities. For example, today it is a common situation that a group of users tries to 

satisfy situational needs by using their mobile devices without the possibility to 

'integrate' or join them to make more use of their full potential. In this paper, we 

propose a study to evaluate a new paradigm designed to compose data sources 

available on each mobile device through their spatial arrangement on a desk. 

HuddleLamp is a device that allows each mobile device to be spatially-aware of 

all other mobile devices on the desk. The main goal of this study is to understand 

if spatial awareness features can support co-located collaborative tasks to satisfy 

situational informational needs. 
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1 Introduction 

In the last 30 years, the technological progress has encouraged the proliferation of dif-

ferent types of mobile devices. Their use has substantially changed over the time. Ini-

tially designed to call or send text messages to other people, they are now used primarily 

to visit web pages, chat, share content, pay an item, take a picture or record a video, 

listen music, etc. Despite the enormous advances in terms of functionalities offered by 

these mobile devices, until now little attention has been dedicated to the possibility of 

providing new opportunities by physically combining devices located in the same en-

vironment. In fact, we can now safely assume that all people in a co-located group carry 

a personal device, but this is rarely supported in the ways we can use multiple devices 

together. For example, while users are discussing a certain topic, they might want to 

find some information on the Web using their devices; in this case, they typically use 
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their devices individually or, at best, by communicating by means of apps that are usu-

ally not designed to support information sharing in a group of co-located people. To 

better understand this problem, let us consider the following scenario. 

Alice, Rudin and Bob are three friends that have decided to move to London for 

studying. They meet at Alice’s home to discuss renting a shared apartment. First, Alice 

opens on her smartphone the site Zoopla (one of the most important property rental 

sites in the UK) and sets some parameters like price range, number of bedrooms, prop-

erty type. Then she writes ‘London’ in the search box and the site shows a list of about 

500 results ordered by price. Rudin says that he prefers a property near a bus or metro 

station, thus he opens on his smartphone a UK site to retrieve information about public 

transportation in London. A list of transport stations is shown on his device. Further-

more, Bob opens on his smartphone a site with information about air pollution in UK 

to retrieve a list of air pollution stations in London. The discussion continues on the 

basis of property parameters, air quality and availability of public transportation. Every 

time they decide to consider a different location (e.g. by refining the query with a spe-

cific area of London), they have to manually refine the query on each device. At a 

certain point, Alice takes her tablet and opens Google Maps because she prefers to vis-

ualize the results of the smartphones on a map. From now on, each time they want to 

know the location of a point of interest (house, transport station, pollution air station) 

on the map, Alice has to query Google Maps by typing in the specific address. 

In this scenario, the users are not adequately supported by ad-hoc mobile device 

mechanisms to perform their tasks because the devices act in isolation, thus information 

and queries must be manually synchronized across device boundaries by their users. 

Today these types of informational needs that involve different data sources are typi-

cally supported by mashup platforms that allow end users to compose their own web 

application on a desktop PC also providing remote collaboration mechanisms [1]. 

Nonetheless, these existing solutions are not intended for supporting a collaborative co-

located scenario with mobile devices. 

We have designed a novel paradigm that allows people to physically combine their 

devices and their data based on a recent technology called HuddleLamp. It is a desk 

lamp with an integrated depth and RGB camera that allows users to compose their mo-

bile devices in an ad hoc fashion, just by putting them under this desk lamp and without 

instrumenting them with custom-built sensing hardware or markers [2]. By using Hud-

dleLamp, each device under the lamp is tracked in space and also becomes aware of the 

locations of all other mobile devices on the desk. This enables our newly designed com-

position paradigm that allows groups of users to combine the data sources from each 

device (e.g., different web sites) by means of their spatial position on the HuddleLamp 

desk. Users are enabled to formulate their query and reconfigure the flow of data be-

tween devices by simply rearranging them in the space, ideally achieving a new kind 

of EUD that feels “natural”: rather than feeling like “development”, this paradigm re-

sembles natural arranging of devices in space, similar to how we constantly arrange 

non-digital objects like sheets or piles of paper, books, or folders on our desks or con-

ference tables. According to [3], being manipulations part of a physical and spatial 

“mother tongue” that we all share, such a paradigm should facilitate the composition 

activities performed by the users independently by their culture and context. 



We have elicited the spatial interactions for this paradigm in 2 pilot studies from 8 

end users. Then we conducted 5 focus groups with 26 end users. Details about these 

studies are out of the scope of this paper and will be subject of future publications. 

However, in brief, three types of device compositions were elicited in these studies: 1) 

how to query multiple devices with same keyword(s) by performing the query only on 

one of them? 2) Given two devices A and B, how to query B with portions of text 

displayed on A? 3) Given the device A that shows data with a certain visualization (e.g. 

list of items), how we can move these data into the device B that shows input data with 

another type of visualization (e.g. map)? The results of the elicitation study in terms of 

the composition paradigm are summarized in Fig. 1. 
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Fig. 1. a) A group of devices physically close are queried with same keyword(s) executed on 

one of them; b) a swipe gesture from a portion of text in the device A towards the device B 

causes a query on B with the swiped text; c) a menu on the device B allows to choose the 

device(s) A on the desk in order to visualize the results of A on B in different way. 

The main goal of the hands-on activity is to understand if the spatial awareness func-

tionality provided by HuddleLamp supports the co-located collaborative tasks per-

formed by the end users participating in the activity. In particular, we address the fol-

lowing research questions: RQ1: Are the users able to perform real co-located collab-

orative tasks by exploiting spatial awareness mechanisms? RQ2: Do the users like to 

have spatial awareness mechanisms to perform co-located collaborative tasks? RQ3: 

Do the users prefer to exploit spatial awareness mechanisms in other ways? 

In order to answer to these questions, we designed a utilization study described in 

the following section. 

2 Hands-on Activity: a Utilization Study 

During the days before the playground session, to motivate and recruit passers-by in 

participating, we will install HuddeLamp to allow anyone to interact with some demo 

application. We will recruit 16 people that will be divided in groups of four people. 

Each group will be scheduled in one-hour slots during the playground session. For each 

group, we will start with a quick introduction about the HuddleLamp technology. Some 

demo applications will be shown to explain the spatially–aware interaction. Afterwards, 

we will briefly introduce the three composition techniques by showing them on the 



HuddleLamp desk. Then participants will be asked to perform two tasks with a balanced 

complexity, so that they can be accomplished with or without spatial awareness mech-

anisms. Concretely, in the first task they will be asked to find a cheap property in a 

specific zone of London. The property has to be very close to a metro station and in a 

non-polluted zone (i.e., pollution value below a threshold). With this task, we try to 

answer our research questions w.r.t. the composition mechanisms in Fig. 1a and Fig. 

1c. With the second task, each group has to choose an upcoming musical concert at 

their favourite location. They will be asked to use a specific web site and, if the infor-

mation provided by that site are not enough to choose the concert, they should use other 

sites to gather further information (e.g. YouTube, Wikipedia, and Google Maps). With 

this task, we try to answer to our research questions w.r.t. composition mechanism in 

Figure 1b. During the interaction they will be asked to verbalize their thoughts and 

comment on their actions according to the think-aloud protocol. 

For the duration of this study, at least one organizer will assist the users. Further-

more, all the interactions will be audio-video recorded, obviously after all participants 

agreed to this and a consent form was signed. After the two tasks, each group will be 

asked to discuss the pro and cons of the composition mechanisms and their discussion 

will be guided by an organizer towards the research questions. At the end, group par-

ticipants will be requested to complete an online questionnaire. Each group session will 

be 1 hour long.  

The planned study aims at investigating the proposed spatially-aware composition 

paradigm by involving real end users and EUD experts. On the one hand, interaction of 

real end users with our system could give us important feedback about understating and 

acceptance of the proposed paradigm. On the other hand, EUD experts will provide 

important opinions and comments from a more theoretical perspective. We are confi-

dent that both viewpoints will contribute to assess and improve our composition para-

digm and our insights about spatially-aware cross-device interactions in general.  
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